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Abstract 22 

 23 

 Planktonic Prorocentrum, a common harmful dinoflagellate, are increasing in frequency, 24 

duration, and magnitude globally, as exemplified by the number of blooms of P. minimum in 25 

Chesapeake Bay that have nearly doubled over the past 3 decades. Although the dynamics of 26 

transport and seasonal occurrence of this species have been previously described, it has been 27 

challenging to predict the timing and location of P. minimum blooms in Chesapeake Bay. We 28 

developed a new three-dimensional mechanistic model of this species that integrates physics, 29 

nutrient cycling and plankton physiology and embedded it within a coupled hydrodynamic-30 

biogeochemical model originally developed for simulating water quality in eutrophic estuarine 31 

and coastal waters. Hindcast simulations reproduced the observed time series and spatial 32 

distribution of cell density, in particular capturing well its peak in May in the mid-to-upper part 33 

of the estuary. Timing and duration of the blooms were mostly determined by the temperature-34 

dependent growth function, while mortality due to grazing and respiration played a minor role. 35 

The model also reproduced the pattern of overwintering populations, which are located in bottom 36 

waters of the lower Bay, and are transported upstream in spring by estuarine flow. Blooms 37 

develop in the mid-upper parts of the estuary when these transported cells encounter high 38 

nutrient concentrations from the Susquehanna River and favorable light conditions. Diagnostic 39 

analysis and model-sensitivity experiments of nutrient conditions showed that high 40 

nitrogen:phosphorus conditions favor bloom development. The model also captured the observed 41 

interannual variations in the magnitude and spatial distribution of P. minimum blooms.  42 

 43 

Keywords: harmful algal blooms; Prorocentrum minimum; eutrophication; estuary; mechanistic 44 

model;  45 
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1. Introduction 46 

 47 

The over-enrichment of Chesapeake Bay by nutrients has been well recognized and 48 

documented (e.g., Fisher et al., 1992, 2006; Boesch et al., 2001; Hagy et al., 2004; Kemp et al., 49 

2005; Brush, 2009). Between the 1950s and 1980s there was an increase in chlorophyll a (Chl a), 50 

corresponding to trends in nitrogen (N) loading to the Bay during this period (Kemp et al., 2005), 51 

but since the 1990s, these increases have slowed (Harding et al., 2016). Although most of the Chl 52 

a is dominated by diatoms, especially in spring, analysis of sediment cores has indicated that 53 

relative abundances of dinoflagellates, cyanobacteria, and small flagellates have increased 54 

significantly during the last half of the 20th century (e.g., Zimmerman and Canuel, 2002). Among 55 

the dinoflagellates that have increased in recent years are several harmful algal bloom (HAB) 56 

taxa, which are now more frequent, and of significantly higher densities, than several decades 57 

ago (Glibert et al., 2001; Kemp et al., 2005; Anderson et al., 2008; J. Li et al., 2015). For 58 

example, the dinoflagellate Prorocentrum minimum is now observed in blooms at densities 3-59 

fold higher than were noted in the 1970’s, reaching 108 cells L-1 (Tyler and Seliger, 1978; Tango 60 

et al., 2005; J. Li et al., 2015).  61 

Earlier estuary-wide field surveys suggested that P. minimum originates from the lower 62 

Chesapeake Bay in winter (no known cysts in sediments), moves upstream and develops into a 63 

bloom in the mesohaline region in late spring (Tyler and Seliger 1978, 1981). Observations of P. 64 

minimum since 1985 have been mostly based on biweekly or monthly measurements at a limited 65 

number of water quality monitoring stations (Tango et al. 2005; J. Li et al., 2015) and do not 66 

provide as complete a picture of the bloom distribution over the entire estuary as did the earlier 67 

studies. Although the 3-fold increases in the cell density over the past few decades have been 68 

shown to be correlated with the increases in nutrient loading (Tango et al., 2005; J. Li et al., 69 
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2015), a recent analysis of the monitoring data found that the peak bloom location shifts 70 

upstream or downstream in response to internannual variations in river flows, pointing to the 71 

possible effect of climate variability (M. Li et al., 2020). Understanding the mechanisms driving 72 

the long-term trend and interannual fluctuations of P. minimum biomass requires the 73 

development of a mechanistic model to complement the retrospective data analysis.   74 

Planktonic Prorocentrum species are among the most commonly recognized harmful 75 

algae that are increasing in frequency, duration, and magnitude globally (Heil et al., 2005; 76 

Glibert et al., 2008; 2012); as of 2003, at least 56 species within the genus Prorocentrum were 77 

known to populate estuarine and marine waters (Gómez, 2005) and of these, at least six species 78 

have been shown to form high biomass blooms (Glibert et al., 2012 and references therein). 79 

Blooms of P. minimum have been associated with anoxic/hypoxic events, finfish kills, 80 

aquaculture shellfish kills and submerged aquatic vegetation losses (Heil et al., 2005). 81 

Prorocentrum sp. has flourished in the estuaries of the U.S. East Coast as these systems have 82 

become increasingly eutrophic (Glibert et al., 2012 and references therein). 83 

Despite the increasing prevalence of Prorocentrum blooms in Chesapeake Bay and 84 

elsewhere, only a handful of modeling efforts have been reported for this HAB taxon. Most of 85 

these efforts have been based on statistical or empirical models constructed from observational 86 

data (e.g., Pertola et al., 2005; Xu et al., 2010; Brown et al., 2013; M. Li et al., 2020). Empirical-87 

statistical models have been used for studying various HAB species, including toxic Pseudo-88 

nitzschia blooms in Santa Barbara Channel (Anderson et al., 2009) and in Chesapeake Bay 89 

(Anderson et al., 2010), Karenia brevis blooms in the Gulf of Mexico (Stumpf et al., 2009), 90 

cyanobacterial blooms in Lake Erie (Obenour et al., 2014), Phaeocystis globosa blooms in Dutch 91 

coastal waters (Blauw et al., 2010), and Dinophysis acuminata blooms in a coastal embayment in 92 
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Ireland (Raine et al., 2010). These models are only interpretable within the limits of the 93 

observational data used to generate them (Franks, 2018), making them less reliable for predicting 94 

HABs under a different set of forcing conditions such as a changing climate (Ralston and Moore, 95 

2020; Glibert et al., 2020).  96 

Coupling HAB models to three-dimensional circulation models is still a relatively 97 

nascent field (Franks, 2018).  For HABs where physical transport provides the dominant control 98 

on bloom distribution, a Lagrangian approach, tracking passive particles or individuals with 99 

behavior, has proven to be effective (McGillicuddy, 2010). Giddings et al. (2014) used particle 100 

tracking models to investigate two transport pathways to the HAB hotspots on the U.S. Pacific 101 

Northwest. Y. Li et al. (2014) released particles nearly continuously at 7 sites previously 102 

suspected to be potential source regions of Alexandrium fundyense and tracked them as they 103 

were moved in the Gulf of Maine. Pinto et al. (2016) tracked passive particles in a 3D circulation 104 

model of the Iberian coast and showed the possibility of local HAB presence based on transport 105 

of toxic cells from distant point sources.  106 

Another modeling approach applied to many HABs is process or mechanistic models that 107 

are based on mathematical equations that describe HAB growth in terms of mathematical 108 

formulation of biogeochemical and physiological processes such as nutrient uptake, 109 

photosynthesis and grazing (Franks, 2018; Flynn and McGillicuddy, 2018). For example, 110 

Gillibrand et al. (2016) coupled a 3D circulation model of Northwest European continental shelf 111 

to an individual-based model of Karenia mikimotoi that simulates temperature-dependent 112 

growth, mortality and photoaxis. In addition to the Lagrangian approach, an Eulerian approach 113 

was developed to model the germination and growth rates of Alexandrium fundyense in the Gulf 114 

of Maine (Stock et al., 2005; He et al., 2008; McGillicuddy et al., 2011).  115 
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For HABs in which eutrophication is a major driver for their proliferation (Glibert et al., 116 

2005), a mechanistic model needs to explicitly consider nutrient input, nutrient kinetics and 117 

plankton physiology (Glibert et al., 2010, 2020; Flynn and McGillicuddy, 2018). Allen et al. 118 

(2001) coupled a 3D circulation model to an ecosystem model (the European Regional Seas 119 

Ecosystem Model or ERSEM), and used this coupled model to predict high biomass algal bloom 120 

events on the Northwest European shelf. Although the model did not resolve specific algal 121 

species, it was able to predict blooms captured in satellite remote sensing of Chl a since the 122 

harmful algal species dominated the total phytoplankton biomass during the bloom periods. 123 

Vanhoutte-Brunier et al. (2008) added a specific module for toxic Karenia mikimotoi to ERSEM 124 

and simulated the K. mikimotoi blooms in English Channel. A similar approach was used here to 125 

develop a mechanistic model for P. minimum. That is, a rhomboid strategy was used, 126 

characterizing the individual HAB taxa against a background of other functional groups. This is 127 

necessary because although eutrophication drives P. minimum blooms in Chesapeake Bay (J. Li 128 

et al., 2015), dinoflagellates like P. minimum typically only constitute 20-30% of the total 129 

phytoplankton biomass, as diatoms dominate biomass much of the year (Harding et al., 2015). 130 

Therefore, a 3D coupled biophysical model that not only simulates nutrient dynamics and total 131 

phytoplankton biomass but also treats specific HAB specie as a separate state variable is needed.   132 

Many questions regarding P. minimum bloom dynamics remain unanswered. Is the 133 

timing of the P. minimum bloom regulated by temperature-dependent growth rate, light 134 

availability, nutrient availability and/or grazing? Why does the bloom occur most frequently in 135 

the upper and mid Bay region even though P. minimum originates from the lower Bay? Is P. 136 

minimum growth limited by nitrogen or phosphorous or both? The 3D mechanistic model of P. 137 

minimum applied here integrates physics, nutrient cycling, physical factors and nutrient 138 
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physiology, and is used to address the above questions. This model was coupled to an existing 139 

hydrodynamic-biogeochemical model that simulates the hydrodynamics and the general nutrient 140 

dynamics of Chesapeake Bay. It allowed us to consider multiple nutrients and seasonal dynamics. 141 

The overall goal of this modeling study is to gain a better understanding of physical and 142 

biogeochemical processes that regulate the seasonal dynamics of P. minimum blooms and their 143 

geographic distributions in the estuary.   144 

 145 

2. Methods 146 

 The mechanistic model for P. minimum was built upon a 3D coupled hydrodynamic-147 

biogeochemical modeling framework that was previously developed for investigating nutrient 148 

cycling and water quality in shallow water shelf and estuaries like Chesapeake Bay (Testa et al., 149 

2014; M. Li et al., 2016). The hydrodynamic model is based on the Regional Ocean Modeling 150 

System (ROMS) (Shchepetkin and McWilliams, 2005, 2009a, 2009b; Haidvogel et al., 2008), 151 

and the biogeochemical model is based on the Row Column Aesop (RCA) structure (Isleib et al., 152 

2007; DiToro, 2001). In this study we developed a new model for P. minimum and incorporated 153 

it into ROMS-RCA, and have termed this new integrated model ROMS-RCA-Prorocentrum. 154 

 155 

2.1 ROMS configuration 156 

 The ROMS hydrodynamic model was configured to cover the Chesapeake Bay and its 157 

adjacent shelf (M. Li et al., 2005). In the horizontal direction, the curvilinear coordinate system 158 

has 80 x 120 grid points, with a grid resolution of 590-1000 m (Fig. 1a). In the vertical direction, 159 

the sigma coordinate system has 20 evenly distributed vertical levels. ROMS is forced by 160 

freshwater discharge at river heads, water levels at the open boundary, and heat and momentum 161 
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flux across the sea surface. The freshwater input was prescribed for the 8 major tributaries of 162 

Chesapeake Bay, based on measurements at US Geological Survey gaging stations. The offshore 163 

boundary water level consists of tidal and non-tidal components. The tidal component was 164 

provided by TPXO7 (Egbert and Erofeeva, 2002), and non-tidal component was extracted from 165 

daily sea level measured at Duck, North Carolina, by National Oceanic and Atmospheric 166 

Administration (NOAA). The air-sea heat flux and momentum flux were calculated using the 167 

North America Regional Reanalysis (NARR) data. The vertical eddy viscosity and diffusivity 168 

were parameterized using the k-kl turbulence closure scheme with the background value set at 1 169 

x 10-6 m2 s-1, and the horizontal eddy viscosity and diffusivity were set to be constant (1 m2 s-1). 170 

The ROMS model was initialized using climatological temperature and salinity conditions and 171 

run for a spin-up period of 3 years. This hydrodynamic model was previously validated against 172 

the observational data (e.g., M. Li et al., 2005; Zhong and Li, 2006; M. Li et al., 2006; Xie and 173 

Li, 2018; Xie et al., 2018). 174 

 175 

2.2 RCA Configuration 176 

The RCA biogeochemical model is coupled to the ROMS hydrodynamic model in an 177 

offline mode, and uses hourly averages of temperature, salinity, and transport terms from ROMS 178 

to drive the biogeochemical variables (Testa et al., 2014). The RCA has a water-column 179 

component (Isleib et al., 2007; Zhang and Li, 2010) and a two-layer sediment diagenesis model 180 

(DiToro, 2001; Brady et al., 2013). The water-column model includes state variables 181 

representing dissolved inorganic N, P, and Si, particulate and dissolved organic N and P, and 182 

dissolved O2. In its typical configuration, RCA simulates two generic phytoplankton groups with 183 

different kinetics: one representing a winter-spring “diatom” group and one representing a 184 
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summer “dinoflagellates” group. RCA is driven by loads of dissolved and particulate nutrients 185 

from river flows. In-river nutrient concentrations were obtained from monitoring stations within 186 

the 8 major tributaries entering the ROMS-RCA domain 187 

(https://www.chesapeakebay.net/what/data). Nutrient concentrations at the offshore boundary on 188 

the shelf were acquired from the World Ocean Atlas (Garcia et al., 2013) and Filippino et al. 189 

(2011). The ROMS-RCA model has been previously validated and used in several modeling 190 

studies (Testa et al., 2014; Li et al., 2016; Testa et al., 2017; Ni et al., 2020).   191 

 192 

2.3 Prorocentrum minimum parameterization 193 

To embed P. minimum within RCA, a rhomboid strategy was used (DeYoung et al., 2004; 194 

Mitra and Davis, 2010): that is, P. minimum are modeled individually while the other plankton 195 

assemblages are represented by the aggregate functional classes, namely the winter-spring 196 

diatom group and summer dinoflagellates group. The rate of growth of P. minimum is simulated 197 

by solving the following equation: 198 

�(�����)�� = 	 ∗ ��� − ���� ∗ ��� − ��� ∗ ����   (1) 199 

where proro is the biomass of P. minimum measured by carbon (C, unit: mgC L-1). The growth 200 

rate (G) of P. minimum depends on temperature (T), light, and nutrient concentrations in the 201 

water, such that: 202 

 	 = 	� ∗ 	��� ∗ 	�           (2) 203 

where the specific growth rate 204 

	� = �	����������� !"    (�$��� )
	����"������ !"    (�%��� )        (3) 205 
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is related to the maximum growth rate Gp (unit of d-1) through the temperature-dependent 206 

functions shown above. Topt is the optimal temperature for the maximum growth; and &' and &� 207 

are shape factors characterizing the window of optimal growth.  208 

The effect of light availability on P. minimum growth (Gpar) is parameterized using the 209 

hyperbolic function given by:  210 

 	��� = (∗)*+
,-."/((∗)*+)"        (4) 211 

 in which 0  is the slope of the P-I curve (in unit of ly-1); PAR is photosynthetically active 212 

radiation (in unit of ly d-1) and attenuates with depth (H) exponentially: 213 

  12� = 12��3�4��567         (5) 214 

where PARsurf is the surface light intensity and kd is the light extinction coefficient.  215 

The effects of nutrient limitation on P. minimum growth are parameterized by: 216 

 	� = 89: (	;<�, 	;<)) = 89:( ;<�;<�/>?@ , ;<);<)/>?�)    (6) 217 

where DIN is dissolved inorganic N including NO3
-+NO2

- (hereafter NO3
-) and NH4

+; DIP is 218 

dissolved inorganic phosphorous (hereafter PO4
3-); Kmn and Kmp are the half saturation constants 219 

corresponding to DIN and DIP, respectively; and 	;<� = ;<�;<�/>?@ and 	;<) = ;<);<)/>?�.  220 

The mortality rate of P. minimum consists of 2 parts: grazing (Rgz ∗ ���� ) and 221 

respiration (Rres ∗ ��� ). Since zooplankton are not explicitly modeled in RCA, Rgz is 222 

parameterized as a temperature dependent function: 223 

  ��� = A�� ∗ B��(���C)
       (7) 224 

where kgz is the grazing rate at 20oC and B�� is the temperature coefficient. Rres is parameterized 225 

by: 226 

  ���� = A�D ∗ B�D(���C)
       (8)   227 
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where krb is the respiration rate at 20oC, and B�D is the temperature coefficient.  228 

Values of the parameters in Equations (1)-(8) are determined according to published 229 

physiological experiments on P. minimum (Table 1) and numerical sensitivity-analysis 230 

experiments. For example, the maximum growth rate Gp reported in the literature ranges from 231 

0.12 to 2.84 d-1 (Heil et al., 2005), and our numerical sensitivity analysis showed that Gp = 2.5 d-1 232 

(Smayda, 1996) provided the best estimate for the bloom size of P. minimum in Chesapeake Bay. 233 

Earlier studies of P. minimum in Chesapeake Bay (Tyler and Seliger, 1981) and in the 234 

Mediterranean Sea (Grzebyk and Berland, 1996) suggested an optimal temperature growth 235 

around ~25 oC (Fig. 2a). However, recent field observations of P. minimum in Chesapeake Bay 236 

clearly showed highest bloom density at a temperature range between 13 and 25 oC (Tango et al., 237 

2005; Fig. 2b). Herein Topt = 20 oC provided a good overall fit to all four data sets available, 238 

including those reported in Lomas and Glibert (1999). For 0 , the value obtained from the 239 

spatially- and annually-averaged P-I curve slope for phytoplankton in Chesapeake Bay was used 240 

(Harding et al., 2002; M. Li et al., 2009). The reported half saturation coefficient Kmp for DIP 241 

varied over a wide range, suggesting the presence of both low-and high-affinity transporters 242 

depending on nutrient conditions. In an earlier study, Cembella et al. (1984) reported Kmp = 1.96 243 

µM for P. minimum. However, the batch culture experiments by Ou et al. (2008) estimated Kmp = 244 

0.25 µM for a similar species, P. donghaiense. Jiang et al. (2019) fitted a nutrient kinetic model 245 

to culture growth data on P. donghaiense and found low Kmp values. It appears that P. minimum 246 

in Chesapeake Bay has high-affinity transporters and thus a value of Kmp = 0.03 µM was selected 247 

in the control model run, but additional model runs with other values of Kmp were conducted. 248 

Since the swimming speed of P. minimum has a mean speed of  51.3 ± 27.9 μm/s (Sohn et al., 249 

2013), it was not considered in the model. 250 
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 251 

2.4 Hindcast simulations 252 

Herein, ROMS-RCA-Prorocentrum model was first used to conduct a hindcast 253 

simulation for a 10-year period between 2002 and 2011. The hydrodynamic modeling 254 

component was initialized from a spin-up run over 2000-2001, and the biogeochemical modeling 255 

component was initialized on January 1 every year, as done in Testa et al. (2014), M. Li et al. 256 

(2016) and Ni et al. (2020). Observations of P. minimum were limited during winter; with only 257 

three monitoring sites recording cell density in the main stem of the Bay. To construct the initial 258 

condition of P. minimum for the entire estuary, the limited winter data were interpolated using 259 

the distribution reported in the estuary-wide surveys reported in Tyler and Seliger (1978). Model 260 

sensitivity-analysis experiments showed that the prediction of P. minimum blooms is insensitive 261 

to the initial condition as long as a small seed population exists at the beginning of the year (see 262 

Section 3.4 below). Finally, the boundary conditions for P. minimum at the river heads and 263 

continental shelf were set to 0 as there are no (or very limited data) observational evidence 264 

suggesting that these are significant sources of P. minimum into the estuary. 265 

 266 

2.5 Model skill assessment 267 

Taylor (Taylor, 2001) and Target (Jolliff et al., 2009) diagrams were constructed to 268 

quantify the model’s skill in predicting the time series of NO3
- and PO4

3- at a number of 269 

monitoring stations in the estuary. In the Taylor diagram, the correlation coefficient r, the 270 

centered root-mean-square error E, and the ratio QR of the standard deviations of the model-271 

predicted field and the observed field are displayed by the location of one point (representing the 272 

model field) in relation to the reference point (representing the observed field). The Target 273 
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diagram provides summary information about the pattern statistics as well as the bias, thus 274 

allowing for an assessment of their respective contributions to the total rms. The normalized bias 275 

is defined as the ratio of the bias to the observed standard deviations. 276 

 277 

3. Results  278 

The ROMS-RCA-Prorocentrum was examined in 5 ways: 1) comparison of predicted 279 

nutrient concentration, Chl a and P. minimum abundances with observations; 2) seasonal 280 

dynamics of P. minimum; 3) environmental factors impacting blooms; 4) model sensitivity, and 5) 281 

model performance over multiple years. 282 

 283 

3.1 Comparison with observations 284 

 To illustrate the model comparisons with Chesapeake Bay Program (CBP) monitoring 285 

program data, the year 2006 is first used, given the density of available data for this year and the 286 

observed bloom (Fig. 3a). Nutrient concentrations and Chl a were averaged over 3-month 287 

periods to produce seasonal means for both surface and bottom waters. The distributions of NO3
-, 288 

NH4
+, PO4

3- and Chl a in the estuary were captured well by ROMS-RCA-Prorocentrum (Fig. 3).  289 

The model-predicted NO3
- follows the observed pattern well (Figs. 3b1-3b4 and 3f1-3f4). 290 

Concentrations of NO3
- displayed a strong longitudinal gradient, decreasing from a maximum at 291 

the head of the estuary to near zero concentration in the lower Bay, as the Susquehanna River in 292 

the northernmost of the estuary delivers most of this external inorganic dissolved nitrogen. The 293 

maximum NO3
- in the surface water was about 30 µM during the low-flow summer season but 294 

averaged around 60 µM during the other three seasons. The bottom water NO3
- followed a 295 

similar longitudinal trend but at lower concentration. Concentrations of NH4
+ were generally 296 
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higher in the bottom water than in the surface water and showed weaker longitudinal variations 297 

than NO3
- (Figs. 3c1-3c4 and 3g1-3g4). Since NH4

+ was mostly generated from remineralization 298 

of organic materials in the water column or from the efflux from the sediment (Testa et al., 2014), 299 

NH4
+ was higher during summer, reaching a maximum of ~15 µM in the bottom water and ~5 300 

µM in the surface water.  301 

Concentrations of PO4
3- also decreased from the head to the mouth of estuary (Figs. 3d1-302 

3d4 and 3h1-3h4). During spring and winter, most of PO4
3- came from the rivers and had 303 

concentrations less than ~0.5 µM, with small differences between the surface and bottom waters. 304 

During summer and fall, most of the PO4
3- was produced through internal biogeochemical 305 

cycling, with the bottom water PO4
3- concentrations reaching 2 µM and the surface water PO4

3- 306 

reaching 1 µM. During the summer, PO4
3- in the bottom water was highest in the middle bay, as 307 

PO4
3- efflux from the sediment accelerated under the hypoxic condition (e.g., Hagy et al., 2004; 308 

Kemp et al., 2005, 2009; Testa et al., 2014; M. Li et al., 2016; Ni et al., 2020). 309 

 The coupled model also captured the seasonal dynamics and longitudinal distribution of 310 

the total phytoplankton biomass (as measured by Chl a) (Figs. 3e1-3e4 and 3i1-3i4). Chl a was 311 

highest during spring and decreased along the center axis from the upper to lower Bay. Bottom 312 

water Chl a was also high due to the sinking of spring diatoms. Surface Chl a was nearly as large 313 

during summer and reached a maximum in the mid-Bay, but the bottom Chl a was much lower 314 

as the summer assemblage was less likely to sink. Chl a in fall and winter were lower. The model 315 

did a reasonable job capturing the temporal and spatial variations of Chl a in Chesapeake Bay.  316 

 The Taylor and Target diagrams (Fig. 4) quantify the model’s skill in predicting the time 317 

series of NO3
- and PO4

3- at a number of monitoring stations in the estuary. In the Taylor diagram, 318 

the correlation coefficient r ranges from 0.7 to 0.9 for NO3
- and ranges from 0.5 to 0.8 for PO4

3-, 319 
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indicating that the model captured the phase of nutrient seasonal variation well (Figs. 4a and 4c). 320 

The normalized standard deviation QR for NO3
- is about 1 at stations CB4.1C, CB4.2C, CB4.3C 321 

and CB5.2, but is about 0.7-0.8 at CB3.1 and CB3.3C, indicating that the model under-predicts 322 

the observed seasonal variations in NO3
- there (Fig. 4a). Values of  QR for PO4

3- straddle 1 at 323 

CB4.1C, CB4.2C, CB4.3C and CB5.2, but are lower than 1 (0.55-0.7) at CB3.1 and CB3.3C (Fig. 324 

4c). In the Target diagram, the normalized bias was mostly positive (0 - 0.5) for NO3
- and 325 

negative (-0.5 - 0) for PO4
3-, suggesting that NO3

- was slightly overpredicted and PO4
3- was 326 

slightly under-predicted. The normalized root-mean-squared error fell with the range of 0.5 - 1, 327 

corroborating the robust predictive skill of the model.  328 

 The model unit for P. minimum is carbon, mg C L-1, although the observations are 329 

reported as cell numbers. To compare the model data with the cell density in the monitoring data, 330 

a cell C content of 293 pg C cell-1 (based on Dam and Colin, 2005), was used to convert the 331 

predicted C concentrations to cell numbers. When doing so, the predicted time series of P. 332 

minimum cell abundances were in agreement with the observed cell density at the monitoring 333 

stations (Fig. 5), including the three stations in the main stem of the Bay (CB3.3C, CB4.3C, 334 

CB5.2), one station in the Potomac River (largest tributary in the western shore, LE2.2), and one 335 

station in the Choptank River (largest tributary in the eastern shore, ET5.2; Fig. 1b).  336 

The ROMS-RCA-Prorocentrum model captured most of the seasonal variation of the 337 

observed P. minimum concentrations, including the often-observed peak bloom in May and the 338 

relative low concentration during summer. In the mainstem of the Bay, the two stations in the 339 

upper and middle parts of the Bay (CB3.3C and CB4.3C) recorded blooms during the month of 340 

May, with maximum cell densities reaching or exceeding 106 cells L-1. The cell density at CB5.2 341 

in the lower part of the Bay was much lower. In contrast, P. minimum concentration at the two 342 
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tributary stations in the mid-Bay was much higher, with the cell density reaching (2-3) × 106 343 

cells L-1 (Figs. 5d and 5e). At CB4.3C, LE2.2 and ET5.2, a second bloom appeared in late fall.  344 

 Bloom size was also well simulated at the two upper Bay stations, but was overestimated 345 

at the downstream station. The model underestimated the bloom size at the tributaries, especially 346 

at ET5.2, likely due to coarse model resolution in the Choptank River. Overall, ROMS-RCA-347 

Prorocentrum captured the seasonal variation and bloom size of P. minimum in most parts of the 348 

Bay. In terms of predictive skill, the r value was between 0.64 and 0.86 and the overall skill 349 

score (Warner et al., 2005) was between 0.57 and 0.92 in the middle and upper parts of the Bay 350 

where significant blooms was observed (Table 2). The model had a lower score of 0.23 at the 351 

lower Bay station CB 5.2. 352 

 353 

3.2 Seasonal dynamics of P. minimum 354 

 The model herein reproduces well the conceptual notion that there are over-wintering 355 

populations of P. minimum in the lower Bay, and that a bloom develops in the upper and middle 356 

parts of Chesapeake Bay as spring progresses and as these cells are transported upstream. The 357 

3D seasonal dynamics of P. minimum in Chesapeake Bay were simulated by ROMS-RCA-358 

Prorocentrum, using 2006 again as the example.  359 

During January and February, P. minimum concentrations were low throughout the Bay, 360 

but a small population was found in the lower Bay, particularly along the western tributaries – 361 

the James and York Rivers (Figs. 6a-6b). In March and April, P. minimum started to form in the 362 

middle parts of the Bay and in the neighboring tributaries (Figs. 6c-6d). During May, a P. 363 

minimum bloom developed in the middle and upper parts of the estuary, covering the mainstem 364 

between 38 and 39.2 oN, as well as the Potomac River (Fig. 6e). At this time, the cell density 365 
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reached over 106 cells L-1 in the mid- to upper Bay, while in the lower Bay much lower cell 366 

concentrations, < 0.3 × 106 cells L-1, were observed. After peaking in May, the concentration of 367 

P. minimum dropped quickly and remained at low levels (~1 × 103 to 1 × 104 cells L-1) until 368 

October (Figs. 6f-6j). Then, in November a second bloom started to form in the northern part of 369 

the Bay between 38 and 39.2oN, but the cell density was lower than in May (5 × 105 to 106 cells 370 

L-1). These predicted P. minimum distributions are in agreement with the observations at the 371 

monitoring stations (Fig. 5); specifically during May, when stations north of CB 4.3C 372 

experienced blooms of ~1 ×  106 cells L-1, while stations downstream had much lower 373 

concentrations (< 1 × 105 cells L-1). The two tributaries also had larger blooms than stations in 374 

the southern part of the main channel.  375 

 Examination of P. minimum distribution in the along-channel section, together with the 376 

estuarine circulation field, provides further insights into the seasonal dynamics and spatial 377 

distribution of this HAB species (Fig. 7). During the beginning of 2006, a small population of P. 378 

minimum cells were located in the shallow lower Bay and mostly in the bottom water (Figs. 7a-379 

7b). Starting in March, this bottom population was advected upstream by the landward flow in 380 

the bottom layer (Fig. 7c). By April, significant population extended over the lower and mid-Bay 381 

regions (Fig. 7d). During March and April, the highest P. minimum concentration remained in 382 

the bottom waters, but vertical mixing began to inject P. minimum cells upward into sun-lit 383 

surface water. These cells then grew rapidly, as they had adequate light and nutrients. A large P. 384 

minimum then bloom developed in May, with the highest concentration of 1.7 × 10U cells L�' at 385 

~180-230 km from the mouth of the estuary (Fig. 7e). The bloom occupied a depth range down 386 

to 10-15 m. The bloom almost completely disappeared in June, with small residual populations 387 

remaining in the upper Bay. After the peak bloom, P. minimum was quickly removed from the 388 
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water column throughout the bay and was hardly detected during summer and early fall (Figs. 7f-389 

7j). In November, P. minimum cells appeared again in the middle-upper part of the Bay with a 390 

maximum concentration of ~0.4 × 106 cells L-1 in the surface water (Fig. 7k). The seaward flow 391 

in the surface layer transported these cells downstream, and a second bloom with a maximum 392 

concentration of ~0.9 × 106 cells L-1 can be found in the mid-Bay (Fig. 7l). 393 

 The model allows a more detailed look into the rapid development of the P. minimum 394 

bloom in spring (Fig. 8). On April 10, highest cell densities were found in the lower-Bay but a 395 

plume of P. minimum cells was beginning to be advected upstream by the estuarine return flow 396 

in the bottom layer (Fig. 8a). Within 10 days, some of these cells were mixed upwards into the 397 

sun-lit surface layer (Fig. 8b). A bloom started to develop on April 30 (Fig. 8c) and peaked 398 

around May 5 (Fig. 8d). The bloom area shrank in size by May 10 (Fig. 8e) and even more by 399 

May 30 (Fig. 8f).       400 

 401 

3.3. In silico tests on the timing, duration and spatial distribution of P. minimum blooms  402 

 To understand why the bloom appeared in the particular regions of the mid- to upper Bay, 403 

the along-channel distributions of NO3
- and PO4

3- during spring were compared against the P. 404 

minimum distribution (Fig. 9). As the Susquehanna River flow increased during the spring, it 405 

delivered NO3
- and PO4

3-, resulting in strong longitudinal gradients. At the head of the estuary, 406 

NO3
- concentrations were 50-100 μM, and decreased to 10-30 μM in the mid-Bay, and 5 μM in 407 

the lower Bay and also decreased from April to May due to phytoplankton uptake. PO4
3- 408 

concentrations were ~0.5 μM in the upper Bay, decreased to ~0.2 μM in the mid-Bay and 0.05 409 

μM in the lower Bay. Overlaying NO3
- and PO4

3- distributions with those of P. minimum 410 

suggests that the P. minimum bloom developed in the upper-middle parts of the estuary due to 411 
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high nutrient availability. However, this does not explain why blooms did not occur in the 412 

uppermost part of the estuary (250-300 km from the mouth of the Bay). 413 

 To further resolve the spatial distribution of P. minimum, we used the model outputs to 414 

conduct a diagnostic analysis of various terms regulating the growth of P. minimum, as shown in 415 

Eq. (1). Given the consistently high concentrations, N was not limiting over most of the upper 416 

and mid-Bay, with GDIN in the range of 0.9-1 (Fig. 10a). On the other hand, concentrations of P 417 

were more variable, and GDIP was considerably smaller than GDIN except in the shallow upper 418 

Bay (Fig. 10b). In particular, GDIP in the surface layer (down to ~10 m depth) dropped to ~0.3 419 

towards the south. A comparison between GDIN and GDIP suggests that P was the more likely 420 

limiting nutrient for P. minimum growth. The specific growth rate GT [Eq. (3)] is a temperature-421 

dependent function and was higher in the surface water than in the bottom water (Fig. 10c). The 422 

longitudinal difference was relatively weak except in a region of strong vertical mixing (in the 423 

upper Bay) which resulted in lower temperature in surface waters. The light limitation function 424 

Gpar [Eq. (4)] showed strong depth dependence (Fig. 10d). It dictated no or very weak P. 425 

minimum growth below 10 m depth. Due to high suspended sediment concentration and low light 426 

penetration, Gpar dropped to low values in the shallow upper Bay. This explains why the P. 427 

minimum bloom did not occur there. Growth rate of P. minimum was highest in the region 428 

between 180 and 230 km from the estuary’s mouth and in the surface layer (Fig. 10e), consistent 429 

with the distribution of P. minimum population (Fig. 10f). No one-to-one correspondence was 430 

expected, however, as the advection by the estuarine circulation and turbulent mixing 431 

redistributed the biomass in the estuary.   432 

Both the model results and the monitoring data at CBP stations showed that bloom only 433 

lasted about one month. Such a short window for the bloom can be explained by comparing the 434 
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time series of the various terms in the growth function at a mid-Bay station CB4.1C (Fig. 11). 435 

The surface temperature in Chesapeake Bay was 18-20oC in May, close to the optimum 436 

temperature for P. minimum growth (Fig. 11a). However, GT decays exponentially away from the 437 

optimal temperature [Eq. (3)] such that its peak value of (2.5 d-1) in May was much higher than 438 

its summer value of less than 0.5 d-1 (Fig. 11b). Together with the nutrient limitation (GN) (Fig. 439 

10c) and light limitation (GPar) (Fig. 11d) at this mid-Bay location, the biomass growth rate 440 

(defined as G*proro) of P. minimum displayed a sharp and narrow peak in May (0.75 mgC L-1 
441 

day-1) and dropped to near 0 during the summer months (Fig. 11e). This resulted in a bloom that 442 

only lasted for a month (Fig. 8). The biomass growth reached a smaller second maximum in late 443 

fall as the water temperature fell back into the optimal growth window again (Figs.11b and 11e), 444 

leading to a fall bloom (Fig. 5).  445 

 The mortality rate of P. minimum, consisting of grazing rate and respiration rate, was 446 

largely in sync with the time series of the growth rate but with a short phase lag of ~1 week (Figs. 447 

11f-11g). In the model, loss of P. minimum due to grazing was made proportional to the 448 

quadratic of P. minimum biomass in order to simulate the observed grazing rate on P. minimum 449 

in Chesapeake Bay; while loss due to respiration is linearly proportional to biomass. As a result, 450 

both the grazing and respiration rates were highly correlated to P. minimum cell concentration in 451 

the time series. The mortality rate was much smaller than the growth rate. At the surface of CB 452 

4.1C where P. minimum concentration was among the highest recorded, the biomass growth rate 453 

was ~0.75 mg C day-1, while mortality due to grazing (Rgz*proro2) and respiration (Rres*proro) 454 

were 0.06 mg C day-1 and 0.04 mg C day-1, respectively (compare Figs. 11e-11g). This faster 455 

biomass growth rate was essential to the formation of the P. minimum bloom. Furthermore, the 456 

peak mortality lagged the peak biomass growth rate by about 1 week, suggesting that mortality 457 
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may have contributed to the decline of P. minimum bloom. Nevertheless, the duration of the 458 

bloom was mostly determined by the temperature-dependent growth function and nutrient 459 

limitation.  460 

 Two additional numerical experiments were conducted to explore nutrient limitation: one 461 

removing DIN limitation [the first hyperbolic function in Eq. (6)]; one removing DIP limitation 462 

[the second hyperbolic function in Eq. (6)]. The predicted P. minimum biomass from these two 463 

model runs were compared with that obtained from the control model run that considered both 464 

nutrients (Fig. 12). Compared to the control model run, the run without DIN limitation showed 465 

similar annual maximum P. minimum concentrations in the northern part of the bay, but over-466 

predicted the concentration in the southern part of the bay (compare Figs. 12a and 12b). In the 467 

monthly time series, both model runs predicted a peak bloom in May with similar maximum cell 468 

concentrations (compare Figs. 12d and 12e). On the other hand, the experiment without DIP 469 

limitation grossly over-predicted the maximum cell concentration by 2-5 fold (compare Figs. 12a 470 

and 12c). Moreover, the peak bloom occurred in April instead of May (compare Figs. 12d and 471 

12f). This over-growth of P. minimum in April consumed a large amount of nutrient, leading to 472 

slower growth of P. minimum in May even though the temperature in May was more favorable. 473 

These results clearly showed that DIP was the dominant nutrient regulating the P. minimum 474 

blooms, in agreement with previous analysis (e.g., J. Li et al., 2015).  475 

 476 

3.4 Model sensitivity analysis 477 

 Three groups of numerical experiments were conducted to examine how the model 478 

results are sensitive to the choice of specific growth rate, initial cell biomass, and the PO4
3- half 479 

saturation value.  480 
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In the control run, the optimal temperature for maximum growth rate Z���  was set at 20 481 

oC, as a way to reconcile recent observations of Tango et al. (2005) against earlier measurements 482 

of Tyler and Seliger (1981) and the data from the in the Mediterranean Sea (Grzebyk and 483 

Berland, 1996) (see Figs. 2a and 2b).  A model run was conducted using Z���=25 oC, but the 484 

model failed to capture the observed P. minimum bloom in May and the modelled cell density 485 

remained low (Fig. 13a). Moving Z��� to 25 oC delayed the peak P. minimum growing season 486 

until June when the summer “dinoflagellates” group in the RCA model reached its maximum 487 

growth rate and dominated the nutrient uptake. Both Tyler and Seliger (1981) and Grzebyk and 488 

Berland (1996) suggested salinity dependence in the specific growth rate of P. minimum, as 489 

shown in Fig. 2c. An empirical curve 	[ was fitted to the experiment data and the specific 490 

growth rate calculated as the product 	� ∗ 	[.  A model run was conducted using 	� ∗ 	[ and the 491 

predicted bloom size at CB3.3C was only marginally smaller than that obtained from the control 492 

run (Fig. 13a). This is expected since 	[ varies within a range of 40-60% except at very low 493 

salinity, but 	� varies over a range of 0.1 - 1 (compares Figs. 2a and 2c). Since 	[ reaches a 494 

maximum when salinity reaches 25, the P. minimum bloom developed in the lower salinity zones 495 

(5 – 15) of the mid and upper Bay would have a smaller biomass if 	[ is considered.  496 

In the second group of numerical experiments, the sensitivity of the results to the initial 497 

condition on P. minimum biomass was examined.  Due to the paucity of observations of P. 498 

minimum during winter, the initial condition of P. minimum was constructed by interpolating the 499 

data at three monitoring stations using the distribution obtained from the early surveys (Tyler and 500 

Seliger, 1978). It is possible that the winter population of P. minimum have changed over the 501 

past few decades. Model runs designed to test initial conditions were conducted by multiplying 502 

the initial condition by factors of 0.5, 1.5, 2.5 and 3.0. As shown in Fig. 13b, there were only 503 
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moderate (< 20%) differences in the predicted peak biomass among the model runs. This showed 504 

that the prediction of P. minimum blooms is relatively insensitive to the initial condition as long 505 

as a small seed population exists at the beginning of the year. The bloom size was mostly 506 

determined by the growth during the spring season (March to May) rather than the overwintering 507 

population (see Fig. 13b).   508 

 In the third group of numerical experiments, the sensitivity of the model to the choice of 509 

the half saturation constant for PO4
3- uptake was assessed (Fig. 13c). The predicted bloom size 510 

was very sensitive to Kmp. In the model run with Kmp =1 µM, no P. minimum bloom developed 511 

since the surface PO4
3- concentration was well below 1 µM in most of the estuary (Figs. 3d1-d4). 512 

No bloom of significant size developed in the model run with Kmp =0.1 µM, either. In the model 513 

run with Kmp =0.001 µM, however, a large bloom developed, with the predicted peak cell density 514 

twice that of the observed cell density. These sensitivity analyses demonstrated that the control 515 

run with Kmp =0.03 µM was calibrated well against the observations.    516 

  517 

3.5 Multi-year model results 518 

 To assess interannual variability in model performance, simulations over 10 years (2002-519 

2011) were conducted using the same set of parameter values used as described above for the 520 

year 2006. The only changes among the years were through the boundary forcing such as river 521 

flow, riverine nutrient loading, winds and air-sea heat fluxes, and offshore sea levels.  522 

 There were clear year-to-year differences in the bloom magnitude and spatial distribution 523 

based on the predicted cell concentrations and comparisons to observed cell densities in May 524 

(Fig. 14). During the wet years of 2003-2005 and 2011 (with higher river flow than the long-term 525 

average), the bloom spread downstream and occupied a wide area between 37.5 and 39 oN. In the 526 
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two wet years of 2003 and 2005, both the model and data showed not only an extensive bloom 527 

area but also high cell density. In comparison, the observations in the wet years of 2004 and 528 

2011 showed that the bloom also shifted downstream but the bloom magnitude was considerably 529 

smaller. A weak bloom was also observed in 2010 in a small upper Bay area around 38.7-39.2 530 

oN. These small blooms were well captured by the model. 531 

During the dry years of 2006, 2008 and 2009, the bloom was limited to the more northern 532 

regions (between 38.5 and 39.2 oN), even though a bloom was still predicted for the Potomac 533 

River tributary. Unlike other dry years, the observed bloom in 2007 spanned a wide area between 534 

37.7 and 39.0 oN, which was reproduced by the model. In all, the general similarity between the 535 

predicted and observed bloom distribution and size over 10-years affirms the model’s predictive 536 

skill.  537 

 538 

4. Discussion  539 

Building upon a coupled hydrodynamic-biogeochemical (ROMS-RCA) model, a mechanistic 540 

model for P. minimum in Chesapeake Bay was developed, ROMS-RCA-Prorocentrum. A 541 

rhomboid modeling approach was used, adding P. minimum to the two other functional 542 

phytoplankton groups (winter-spring and summer species) in the previously developed RCA 543 

model. Hindcast simulation of 2006 showed that the model reproduced the observed time series 544 

of cell density at the monitoring stations, with the bloom occurring in May, and the model 545 

realistically located in the mid-to-upper part of the estuary. The goodness of fit of the model was 546 

confirmed by the correlation coefficient, r, between the predicted and observed cell density of 547 

0.70, the root-mean-square error of 0.57 × 106 cell L-1, and the mean absolute error of 0.37 × 106 548 

cell L-1. Moreover, skill metrics in predicting the time series of NO3
- and PO4

3- are comparable 549 
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with those reported in previous studies (e.g., Fennel et al., 2006; Glibert et al., 2010; Testa et al., 550 

2014; Feng et al., 2015). 551 

There have been few mechanistic simulations of the dynamics of a HAB species using a 552 

3D coupled hydrodynamic-biogeochemical model with complete nutrient cycling and other 553 

phytoplankton groups in eutrophic waters. A similar model for toxic Karenia mikimotoi was 554 

developed by adding a module for the HAB taxa into to an ecosystem model (the European 555 

Regional Seas Ecosystem Model) and applied to blooms in the English Channel (Vanhoutte-556 

Brunier et al., 2008).  557 

 The ROMS-RCA-Prorocentrum model did not consider mixotrophic feeding which has 558 

been shown to provide supplemental nutrition for P. minimum in Chesapeake Bay, particularly 559 

during nutrient starved conditions (Stoecker et al., 1997; Johnson, 2015). Stoecker et al. (1997) 560 

observed ingested cryptophytes as orange-fluorescent inclusions (OFI) under an epifluorescent 561 

microscope. However, OFI only appeared in <10% of the samples during April and May, 562 

although 50% of P. minimum contained OFI during the summer. Laboratory experiments by 563 

Johnson (2015) showed that a P. minimum isolate from Chesapeake Bay ingested cryptophyte 564 

prey when in stationary phase and when starved of N or P. It appears that P. minimum is a 565 

proficient phototroph, and inducible phagotrophy can provide an important additional nutritional 566 

source (Glibert et al., 2012; Johnson, 2015). The model skill herein was high without considering 567 

mixotrophy. Given that most of blooms appeared in spring (April and May) and mixotrophic 568 

feeding occurred most frequently during the nutrient-poor summer condition, it was reasonable 569 

not to consider mixotrophy in this first mechanistic model of Prorocentrum. However, 570 

mixotrophy is an important nutritional strategy for many HAB species, and mechanistic models 571 

are being developed (Flynn and Mitra, 2009; Lin et al., 2018), and will be reported elsewhere. 572 
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Zooplankton (including microzooplankton) are not explicitly modeled in the ROMS-573 

RCA-Prorocentrum model. The grazing term on P. minimum is represented by a density-574 

dependent mortality term with the grazing coefficient parameterized as a temperature dependent 575 

function. It has previously been reported that microzooplankton grazing on P. minimum in 576 

Chesapeake Bay was highest between the lower oligohaline and mesohaline regions and during 577 

the summer months (Johnson et al., 2003).  578 

 579 

 This modeling study confirmed 3 general characteristics of these blooms that have been 580 

previously described. First, the model confirmed the conceptual understanding of the seasonal 581 

progression of P. minimum originally proposed by Tyler and Seliger (1978) but added new 582 

insights into mechanisms regulating the timing, duration and size of these blooms. Overwintering 583 

populations in the southern most of the estuary were transported up-estuary by the estuarine 584 

return flow in the bottom layer. Some cells were mixed to the sun-lit surface water through 585 

vertical mixing, where they encountered the spring freshet, favorable nutrient and light 586 

conditions developed in the middle and upper parts of Chesapeake Bay. Diagnostic analysis of 587 

the P. minimum equation [Eq. (1)] showed that the timing and duration of P. minimum blooms 588 

was mostly determined by the temperature-dependent growth function which peaked around 20 589 

oC and decayed exponentially at lower and higher temperatures. Mortality due to grazing and 590 

respiration was an order of magnitude smaller and only played a second role in the bloom 591 

termination. Blooms were most abundant under conditions of elevated N:P. Model-sensitivity 592 

analysis experiments showed that without P limitation, the predicted blooms may occur one 593 

month earlier with the peak cell density 2-5 times higher than the observations (Fig. 12). 594 
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 Second, the model reproduced the differences in spatial distribution of P. minimum 595 

blooms that occurs between wet and dry years. The interannual variability in the river flow was a 596 

major driver of the interannual shifts in the bloom distribution, as explored in a habitat model 597 

based on the temperature and salinity tolerance of P. minimum (M. Li et al., 2020). However, the 598 

habitat model failed to explain the observed cell distribution in some years. For example, no 599 

blooms were observed during the wet year of 2004, but the habitat model predicted a favorable 600 

habitat area spanning a large part of the mid-Bay. On the other hand, the cell density predicted 601 

by the mechanistic model was in a good agreement with the observations (Fig. 14), suggesting 602 

that factors such as nutrient concentration could be important in controlling the bloom size. A 603 

full mechanistic investigation of the interannual variability in P. minimum blooms will be 604 

reported in a future study.   605 

 Third, the model – and the numerical model experiments conducted herein – confirm the 606 

conceptual model of nutrient relationships with respect to these blooms proposed by Glibert et al. 607 

(2012) and crystalizes the importance of variable half saturation constants for PO4
3- in bloom 608 

ecology and in the model.  Glibert et al. (2012) hypothesized that P. minimum blooms may be 609 

initiated at N:P levels that are less than Redfield, often stimulated by a ‘‘flush’’ of nutrients or 610 

organic materials. Once growth rate increases, bloom biomass is able to increase, often reaching 611 

near monospecific proportions at N:P values greater than Redfield. The P. minimum cells are 612 

able to sustain biomass levels through the ability to transport PO4
3- very efficiently (i.e., high- 613 

affinity transporters, represented by low Ks values). Alternatively, at these low PO4
3- conditions, 614 

mixotrophic interactions may take on more importance, and this can be explored in future 615 

modeling investigations. Thus, while high growth rates may allow blooms to initiate, adaptive 616 

physiology is hypothesized to allow blooms to be maintained at less than maximal growth rates 617 
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and at non-optimal N:P ratios. The phenomenon of P. minimum blooms being sustained at 618 

nutrient levels well in excess of classic Redfield proportions (elevated N:P conditions) has also 619 

been illustrated in data from the Baltic Sea (Hajdu et al., 2005), the Delaware Inland Bays 620 

(Handy et al., 2008), the Neuse River Estuary (Springer et al., 2005), and for the comparable P. 621 

donghainese species, the East China Sea (J. Li et al., 2009).  622 

 In summary, this modeling study has demonstrated how a rhomboid approach can be 623 

used to configure a HAB model within an existing biogeochemical model. Although this model 624 

was specifically parameterized for Chesapeake Bay and for P. minimum, the ROMS-RCA-625 

Prorocentrum model herein should be able to be configured for comparable systems since the 626 

coupled hydrodynamic-biogeochemical models ROMS-RCA have been applied to a number of 627 

shallow-water coastal systems and the modeling framework for P. minimum can be readily 628 

adapted for other Prorocentrum species. This model can also be reparameterized for other HAB 629 

species of Chesapeake Bay. Future iterations of this model will consider mixotrophy and climate 630 

change effects. 631 
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Figure Captions 912 

Figure 1. (a) The horizontal curvilinear coordinate system for ROMS-RCA model, every third 913 

grid line is plotted in both along- and cross-bay directions. The red dashed line marks the 914 

location of the along-channel section and the numbers indicate the distance to the mouth of the 915 

Bay. (b) The bathymetry of Chesapeake Bay. The black squares and open circles mark the 916 

location of observational sites used for model validation. 917 

Figure 2. (a) Growth rate of P. minimum as a function of temperature. Blue open circles 918 

represent data from Tyler and Seliger (1981), red open circles represent data from Grzebyk and 919 

Berland (1996), pink triangles represent data from Lomas and Glibert (1999), and dashed black 920 

line represents the growth curve adopted by the RCA model. All growth rates in (a) were 921 

normalized by the corresponding maximum specific growth rate. (b) P. minimum habitat 922 

suggesting favorable salinity and temperature conditions for bloom (filled black squares) in 923 

Chesapeake Bay (Modified from Tango et al. 2005). (c) Growth rate of P. minimum as a function 924 

of salinity. Blue open circles represent data from Tyler and Seliger (1981), red open circles 925 

represent data from Grzebyk and Berland (1996). Both growth rates were normalized by the 926 

corresponding mean growth rate. Dashed black line is the fitted curve which was used in the 927 

salinity sensitivity experiment. 928 

Figure 3. (a) Observed time series of daily freshwater discharge (blue) and monthly total 929 

nitrogen (green) and phosphate (pink) load from Susquehanna River for year 2006. (b-i) 930 

Comparison between the predicted (red) and observed (black) nutrient and Chl a concentrations 931 

at stations along the main axis of Chesapeake Bay for year 2006 (left to right on the horizontal 932 

axis: upstream to downstream). Column (b)-(e) are for surface water and Column (f)-(i) are for 933 
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bottom water. Rows 1 to 4 are for spring to winter seasons. Error bar represents standard 934 

deviations from 3-month seasonal averages.  935 

Figure 4. Taylor (left) and Target (right) diagrams for comparing the predicted and observed 936 

surface NO3
- (top) and PO4

3- (bottom) concentrations at several monitoring stations in 937 

Chesapeake Bay.  938 

Figure 5. Comparison between the predicted (red) and observed (black) P. minimum cell 939 

concentration at 3 main stem stations (due to data availability) and 2 tributary stations in year 940 

2006. The black open circles represent the observational monthly mean cell concentration, and 941 

the thick red line and red dots represent the model-predicted monthly and daily mean cell 942 

concentration, respectively.  943 

Figure 6. Predicted monthly-mean P. minimum cell concentration in the surface water of 944 

Chesapeake Bay in 2006. 945 

Figure 7. Predicted monthly-mean P. minimum cell concentration in the along-channel section. 946 

The vectors are monthly-mean subtidal flow. Please note the range of color bar in (d)-(f) is 947 

different from others. 948 

Figure 8. Snapshots of P. minimum cell concentration in the along-channel section during the 949 

development and decline of the bloom in 2006. The vectors are subtidal flows that filtered out 950 

tidal signals using 40-hour butterworth filter.  951 

Figure 9. Monthly-averaged concentration of (a-c) NO3
-+NH4

+, (d-f) PO4
3-, and (g-i) P. minimum 952 

in the along-channel section during spring months. Filled color contours in (a)-(f) are in 953 

logarithm scale. 954 
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Figure 10. Along-channel distribution of (a) DIN limitation, (b) DIP limitation, (c) specific 955 

growth rate with black contour lines showing water temperature, (d) light limitation, (e) growth 956 

rate (considering temperature, nutrient, and light effects), and (f) P. minimum cell concentration 957 

during May. 958 

Figure 11. Time series of the predicted (a) water temperature, (b) specific growth rate, (c) 959 

nutrient limitation, (d) light limitation, (e) biomass growth rate (G*proro), (f) grazing loss rate 960 

(Rgz*proro2), (g) respiration loss rate (Rres*proro), and (h) cell concentration of P. minimum in 961 

the surface water of CB4.1C. The shaded yellow area in (a)-(b) mark the period when 962 

temperature is optimal for P. minimum growth. The dashed red lines in (e)-(g) indicate when 963 

biomass growth rate, grazing loss rate, and respiration loss rate reach the peak value, respectively. 964 

Figure 12. Surface distribution of the annual peak P. minimum cell concentration from (a) control 965 

run, and experiments with (b) no DIN and (c) no DIP limitation on algal growth. (d)-(f) Monthly 966 

maximum concentration of P. minimum in Chesapeake Bay surface water from the same 3 runs. 967 

The red lines represent the median value and the blue boxes spans the interquartile range. 968 

Figure 13. Time series of surface P. minimum concentration at CB 3.3C from different sensitivity 969 

experiments. (a) Results from salinity effect and optimal temperature experiments. The pink line 970 

represents result from experiment with salinity effect and the green line represents result from 971 

experiment with optimal temperature at 25oC. (b) Results from initial condition experiments. 972 

Initial P. minimum concentration was scaled by 0.5, 1.5, 2, and 3 in each experiment. (c) Results 973 

from the half saturation coefficient Kmp experiments. Kmp = 0.001 μM (green), 0.1 μM (yellow), 974 

and 1 μM (red) was tested. 975 



45 

 

Figure 14. Surface P. minimum concentration averaged over May for each year between 2002-976 

2011. Filled color contours are results from model predictions and filled color circles represent 977 

observations. 978 

 979 

Table Captions 980 

Table 1. Values of the parameters used in the P. minimum model. 981 

Table 2. Correlation coefficient (r), root mean square error (RMSE), skill, mean absolute error, 982 

and mean error for model-data comparison of P. minimum cell density for 2006. Both model and 983 

observational data were monthly averaged for these comparisons.  984 
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Table 1. Values of the parameters used in the P. minimum model. 

 

Variable 

Name 

Variable 

Value 
Unit References 

Range of reported 

values 

G
p
 2.5 d

-1
 

Smayda (1996) and 

references reviewed in Heil et 

al. (2005) 

0.12-3.54 

� 0.019 ly
-1

 Harding et al. (2002) 0.007-0.027 

��� 1.0 μM N 
Taylor et al. (2006) 

 Glibert et al. (2012) 
0.54-23.3 

��� 0.03 μM P 

Cembella et al. (1984) 

Ou et al. (2008) 

Jiang et al. (2019) 

0.0003-1.96 

���� 20 
o
C 

Tyler and Seliger (1981) 

Grzebyk and Berland (1996) 

Lomas and Glibert (1999) 

Tango et al. (2005) 

19.0-25.0 

	
 0.007  
Tyler and Seliger (1981) 

Grzebyk and Berland (1996) 

Lomas and Glibert (1999) 

0.004-0.01 

	� 0.02  0.01-0.035 

�� 0.1 d
-1

 
Johnson et al. (2003) 

Dam and Colin (2005) 
��*��

(T-20)
 =[0.15-4.0] 

�� 1.15  

��� 0.1 d
-1

 

Heil (2005) ��*��
(T-20)

 =[0.05-0.1] 

��� 1.15  

 



 Table 2. Correlation coefficient (r), root mean square error (RMSE), skill, mean absolute error, 

and mean error for model-data comparison of P. minimum cell density for 2006. Both model and 

observational data were monthly averaged for these comparisons.  

 CB3.3C CB4.3C CB5.2 LE2.2 ET5.2 

r 0.86 0.86 0.52 0.64 0.64 

RMSE 

(×10
6 

cell
 
L

-1
) 

0.26 0.20 0.33 0.86 1.18 

Skill 0.90 0.92 0.23 0.69 0.57 

Mean Absolute Error 

(×10
6 

cell
 
L

-1
) 

0.21 0.16 0.22 0.52 0.74 

Mean Error 

(×10
6 

cell
 
L

-1
) 

-0.07 0.00 -0.18 0.20 0.57 

 






